
Summary

We resolve difficulties in 
training and sampling from 
a discrete generative model 
by learning the gradient of a 
smoothed energy function, 
sampling from the 
smoothed data manifold 
with Langevin MCMC, and 
projecting back to the true 
data manifold with one-step 
denoising, requiring only a 
single noise level.
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- Find promising lead 
candidates by 
searching animal 
immune repertoires 
or synthetic libraries
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- Benchmarked against diffusion, 
autoregressive and masked LMs, LLMs+ICL

- 70% binding 
Trastuzumab CDR 
H3 designs, 
compared to 25% 
(discrete 
diffusion) [4] and 
22% (structural 
diffusion) [5]
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